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Lesson 4 will focus on the SA Demons, which are the enemies of Situation 

Awareness.  
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The Learning Objective for Lesson 4 applies to the SA demons, identifying 

them as well as how they can inhibit SA.  
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The Performance Objective for Lesson 4 applies to post event analysis 

during this course as well as after completion. Though they are not tested 

formally, understanding SA demons and their impact as part of post event 

analysis will improve your ability to build and maintain good SA in future 

events.  
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Summarizing the previous lessons of Core 2, getting and maintaining good 

SA is dependent on how humans perform in the complex domain of the 

warning environment. SA Demons are elements to look for in this 

environment.  
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There are eight different SA demons, each of which will be defined and 

examples provided. The concept of SA demons comes from a book by 

Mica Endsley, “Designing for Situation Awareness”.  



6 

In most domains, good SA requires regularly switching your attention 

among multiple data streams. In highly dynamic domains like warning 

operations, the number of data sources is very high and their relative 

importance changes. Attentional tunneling is becoming overly fixed on 

certain data sources to the exclusion of others. A sometimes tragic 

example from everyday life is making calls on a cell phone while driving. 

Losing your SA on the driving task for even a few moments can 

sometimes have terrible consequences.  
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In this example, the day’s expectations were for a low probability of 

thunderstorms. Thunderstorms did develop in the midst of some 

equipment problems. The warning forecaster was part of the group 

working the problem. Since his attention was tunneled toward the 

equipment, he missed a BWER in a particularly strong thunderstorm. The 

storm did produce a damaging tornado.  
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Working or short term memory is the part of our cognitive load that 

“caches” chunks of data. Good SA (level 2) is dependent on holding 

sufficient data chunks to apply a conceptual model. Research has shown 

that working memory can be better developed, but is still a limited 

resource. Technology that is designed in a way that requires significant 

memory just for operating the system erodes working memory.  
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Systems that require “getting out the manual” for operations beyond the 

baseline are common in everyday life. Most microwave ovens have a 

myriad of features that aren’t used because the design requires too much 

memory. With the WSR-88D, there are many tasks that will optimize radar 

performance, but are difficult to do during warning operations.  
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Anticipation of events and setting parameters before the event begins can 

partially mitigate this demon. This is particularly important for tasks that 

require too much memory to be done on the fly. Examples include 

adjustments to AWIPS procedures, RPS lists, considering potential VCPs, 

and radar algorithm parameter changes.  
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Workload, Anxiety, Fatigue, and Other Stressors (WAFOS) are human 

conditions common to dynamic domains. WAFOS is likely to be a 

significant issue in warning operations and should be monitored and 

adjusted as best possible. Humans usually assume that they can “keep on 

going” despite stressful circumstances. The warning coordinator can often 

identify someone who needs a break well before the individual would 

know.  

For example, during a historic tornado event, one of the warning 

forecasters, “Joe”, was working a supercell with a large tornado that 

passed through his neighborhood. Phone communications were down and 

Joe could not reach his family. Joe did not ask if he could leave to check 

on his family…the warning coordinator told him to go. It took awhile for 

Joe to find out, but his family survived despite significant structural 

damage.  
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There are non-meteorological factors that affect WAFOS as well, taxing 

attention and working memory. Ambiguous roles and responsibilities and 

poor communication among team members will worsen the “distraction” 

that WAFOS provides. Face threat is a particularly damaging hindrance to 

team communication, and all staff must be aware of the potential for face 

threat to get in the way.  
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This example resulted in significant hail and wind damage in some 

unwarned counties. A number of factors came together to raise the 

WAFOS to the point of hindering storm recognition, internal and external 

communications and conveying the severity of the threat.  
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Data Overload is a frequently cited problem in our culture. In warning 

operations, it can significantly inhibit good SA. Humans have a limited 

bandwidth, yet systems (technology and communications) are often not 

designed to accommodate this limitation.  
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One example of mitigating this demon is to graphically display current 

warnings and the number of minutes remaining for each warning. In this 

example, it is part of an overall situation awareness display.   
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You are probably all too familiar with red boxes and banners and the 

associated audio alarms. It is often left to the operator to investigate and 

determine which of these alarms is actually relevant. Misplaced salience 

with these alarms is a typical example.  



17 

A more subtle example is misplaced salience on the lack of information. 

We humans tend to assume that the absence of information means that 

the phenomena doesn’t exist. For example, a lack of spotter reports from a 

storm is often interpreted to mean that the storm isn’t producing hail or 

strong winds.  
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In this example, there was a supercell that had previously produced a 

tornado. The office staff wanted to improve their warning statistics, and 

were looking hard for clues from the environmental data. Surface 

boundaries were not seen in the data and assumed not to be there, 

reducing the tornadic potential. Though the radar showed a strong 

mesocyclone, spotter reports were not available, interpreted to mean that 

the storm was not tornadic. In both cases, the lack of data was interpreted 

to mean that the phenomena was not there. The radar signatures and 

storm history were given too little salience, and the storm produced an 

unwarned tornado. 



This was a case of a missed flash flood, mainly due to the lack of ground 

truth. This occurred in a county where the officials are usually very pro-

active, but not this time.   
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Complexity creep is a long term problem with many science and 

technology driven organizations and has an impact on all three levels of 

SA. Training is typically proposed as the solution to this problem, though 

often by those who aren’t going to produce the training  or those who will 

complete it!  
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Complexity creep is a common trend in technology-based organizations. 

Here are a couple of trends in the NWS in the past several decades. 
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Errant mental models can have an impact in different ways. Though the 

appropriate conceptual model may have been anticipated, an incomplete 

understanding of that model may hinder comprehension and projection 

(level 2 and 3 SA). If the wrong model is anticipated, the data may be 

incorrectly interpreted. Humans have a tendency to explain away cues in 

the data that conflict with the mental model that they have selected. An 

extreme example is an underlying assumption that “tornadoes don’t 

happen here”. The following slides have a couple of examples of 

conflicting data that is “explained away”.   
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In this example, the primary threat expected is small hail and strong winds. 

No hail is reported, yet high radar rainfall estimates are assumed to be hail 

contaminated. There’s not much gage data, but no-one sought additional 

ground truth. The storms were over an area of new urban development 

and detention ponds were expected to be sufficient for runoff. The mental 

model of hail and winds was used to explain away the potentially important 

cues of high radar rainfall estimates over areas of new urban 

development.  



This unwarned flash flood event came from an AWOC Core 3 RCA. The 

mental model of the team was based on the expectation of severe 

weather, but not flash flooding. The workload was distributed to address 

the severe weather threat and the team was very focused on that task. 

Unfortunately, public reports of localized flooding were “trivialized”. This is 

an example of the human tendency to “explain away conflicting cues”, 

when what is really needed is a shift in the mental model.   
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In many domains, much of the “routine” work that humans do forms the 

foundation of their skills. Automation of routine tasks is sometimes a good 

thing, but there is risk. In some cases, an attempt to minimize human error 

has sometimes resulted in automating as much as possible of the routine 

tasks, leaving the human to intervene only when there is a problem. This 

approach can result in a loss of the skills that are built and maintained by 

doing the routine tasks. It also may not allow the human enough time to 

respond, even when they know what to do.   
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Under the assumption that letting the computers run the trains would 

minimize wear on parts, train operators were not allowed to run the trains 

manually, unless there was an emergency. This policy impairs an 

operator’s ability to assess a problem, react quickly, and be sufficiently 

skilled to react effectively. Automation resulted in a train traveling too fast 

for the snowy conditions. The operator was unable to react quickly enough 

to avoid this accident, which unfortunately killed him.  
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Aristophanes says it best… 
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If you have questions about the material from IC Core 2, first check with 

your AWOC facilitator (most likely your SOO). If your AWOC facilitator 

cannot answer your question, please send an email to 

awoccore_list@wdtb.noaa.gov. 



30 



31 



32 


